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Best of Both Worlds: Design and Evaluation of an Adaptive Delegation Interface  

Ewart de Visser1,2, Brian Kidwell2, John Payne1, Li Lu2, James Parker2, Nathan Brooks3, Timur Chabuk1, 
Sarah Spriggs4, Amos Freedy1, Paul Scerri3 & Raja Parasuraman2 

 
The proliferation of unmanned aerial vehicles (UAVs) in civil and military domains has spurred 
increasingly complex automation design for augmenting operator abilities, reducing workload, and 
increasing mission effectiveness.	  We describe the Adaptive Interface Management System (AIMS), an 
intelligent adaptive delegation interface for controlling and monitoring multiple unmanned vehicles, with a 
mixed-initiative team model language. A study was conducted to assess understanding of this model 
language and whether participants exhibited calibrated trust in the intelligent automation. Results showed 
that operators had accurate memory for role responsibility and were well calibrated to the automation. 
Adaptive automation design approaches like the one described in this paper can be useful to create mixed-
initiative human-robot teams. 

 
The proliferation of unmanned aerial vehicles (UAVs) in 

civil and military domains has spurred increasingly complex 
automation designs aimed at augmenting operator abilities, 
reducing workload, and increasing mission effectiveness. Such 
human-robot teams introduce unique challenges to the 
planning and coordination of team performance. A key issue 
among these is the ability of the human-automation mixed-
initiative team to predict, collaborate, and coordinate its 
actions with complex systems that can potentially act in 
unstructured and unpredictable environments with varied 
levels of autonomy. Advanced design approaches are 
necessary to support trustworthy human-automation 
collaboration in such conditions.  
 
Design challenges for developing advanced automation 
 
 Automation designs can be broadly classified into two 
categories: adaptable and adaptive automation (Opperman, 
1994; Parasuraman, 2000; Miller & Parasuraman, 2007; 
Scerbo, 2007; Feigh, Dorneich, & Hayes, 2012). Adaptable 
automation is primarily user-initiated, whereas adaptive 
automation is primarily system-initiated. The relative merits of 
these two approaches are still under debate. However, it may 
be that an optimal adaptive strategy is one that falls 
somewhere between complete human control and complete 
automation control, reflecting a trade-off between workload, 
unpredictability, and competency (Miller & Parasuraman, 
2007).    

Previous research has pointed to the general utility of 
adaptable delegation interfaces in allowing for effective 
supervisory control of multiple numbers of UVs (Parasuraman 
et al., 2005). Studies examining the efficacy of adaptive 
automation have shown benefits in situation awareness and 
workload (Parasuraman, Barnes, & Cosenzo, 2007; 
Parasuraman, Cosenzo, & de Visser, 2009), improved 
planning generation times (Cummings et al., 2010), and 
calibrated trust (de Visser & Parasuraman, 2011). 
Disadvantages include the potential for skill degradation 

(Kaber et al., 2004) and decreased user acceptance (Miller & 
Hannen, 1999). Automation design should thus focus on 
balancing mental workload, calibrating trust, maintaining high 
situation awareness, and extending flexible delegation control.  
 

 
Figure 1. Adaptive Delegation Interface Architecture. 

 
ADAPTIVE INTERFACE MANAGEMENT SYSTEM 

 
 What are the requirements needed to achieve a healthy 
balance between an adaptable and an adaptive interface? We 
propose a hybrid approach of an Adaptive Delegation 
Interface (ADI). An ADI is adaptive because it is responsive 
to context and user needs, and involves delegation in the same 
sense that a supervisor works with a human subordinate. Both 
the user and the automation can initiate a goal and propose a 
plan. 

We developed such an ADI called the Adaptive Interface 
Management System (AIMS). AIMS is designed to create and 
execute complex mission models for multiple UAV operation 
with a comprehensive mission model language that includes 
situation awareness and mixed initiative (SAMI) markup (see 
Figure 1). To address issues identified in current design 
approaches, we focused on developing a shared task 
vocabulary, flexible automation control, and transparency. 
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Figure 2. The Situation Awareness Mixed Initiative (SAMI) planning language.

AIMS Architecture 
 
 The AIMS architecture consists of planning automation 
and a user interface. As shown in Figure 1, the planning 
automation provides several relevant planning services that are 
typically harder for an operator to do quickly and effectively. 
These services include resource allocation, path planning, and 
aggregating relevant information services to the mission. This 
allows SAMI to propose pre-defined plans to the operator 
from a subordinate level, allowing for a true mixed-initiative 
system. The user interface design needs to communicate the 
shared task model between the user and the automation in a 
way that is transparent, understandable, and adjustable. 
 
Situation Awareness Mixed Initiative (SAMI) Language 
 

In order to foster close collaboration between the human 
and the automation, with a common task vocabulary, we 
developed a team plan specification language with SAMI 
markup (Brooks et al., 2013). Designers can specify these 
mission templates based on subject matter expertise prior to 
mission execution. An example collaborative attack mission 
model is shown in Figure 2. The mission is built using Petri-
nets. Petri-nets consist of places (circles), transitions (squares), 
arcs (arrows), and tokens (black dot). In this case, tokens 
represent UAVs moving through transitions and places. 
Crucially, at each place or transition, four different types of 
information constitute the flexibility of the SAMI language. 
Plan information reveals the current status and progress of the 
plan. Situation awareness information includes directives to 
adjust the user interface to highlight an important aspect of the 
plan. An example of such a message would be to zoom in on 
the map or to switch to camera 1 on UAV 2. The mixed-

initiative information includes the number of automation 
options shown to the user as well as criteria for autonomous 
decision-making. Finally, important information indicates the 
relative importance of a message compared to other messages 
in the system.  
 
SAMI Agent Interaction 
 

To the user we present SAMI as an agent that acts as a 
subordinate mission planner that guides the mission planning, 
execution, monitoring, and re-planning functions. At the top of 
the mission visualization we designed a cognitive agent to 
serve as a method to communicate with the operator at a high-
level as a tactical subordinate. Previous research has shown 
that cognitive agents can foster relationships between humans 
and automation (de Visser et al., 2012). Operators are first 
presented with a library of missions from which they can 
select a mission of interest. When a mission is selected, a brief 
description of the mission is provided to explain the actions of 
each UAV and the goal they will execute.  

SAMI creates a mission model template using the mission 
model visualization and the underlying team language. 
Operators can preview this model to acquire an initial sense of 
the mission phases and decisions before executing the mission.   
 Once an operator has decided to execute a mission, SAMI 
prompts the user to allocate UAVs to the mission model roles. 
In a collaborative attack, one UAV must act as the laser 
designator, and a second UAV acts as the attacker.  
 After UAVs have been allocated to their mission roles, the 
operator may select between several flight paths chosen by 
SAMI. Each path option can be seen on the mission map as 
the operator selects through the available options.  Once path 
planning has been completed, SAMI orders the UAVs to 
embark on their mission. The mission progress can be 



monitored on the mission map and in the mission model 
visualization allowing the operator a precise moment-by-
moment update of the mission status. In the collaborative 
attack scenario, the operator approves the final attack and as 
the attacker moves in on the target, the laser designator 
enables the camera to show the impact.  

Shared Task Model  User Interface Design 

 The mission model visualization module shows how SAMI 
executes a model step-by-step and provides valuable insight 
into the complex mission models created by the SAMI 
automation (see Figure 3). Conveying the mode of automation 
has been shown to increase understanding of the automation 
and subsequent trust. The mission model visualization module 
is comprised of several components as shown in Figure 3. 
These components are: 

1. Mission phases. The top row of the mission model 
shows the phases or segments of each mission. Users 
can click on each phase to see the detailed task 
structure.    

2. Mission role timeline tracks. The mission role 
column shows the roles for the mission and which 
actor fills this role. In this particular mission, there 
are 4 roles including the operator, the intelligent 
automation SAMI, a laser designator, and an attacker. 

3. Decision nodes. Operator decisions are displayed using 
a special operator decision node (purple) for the 
mission visualization. The node can be set to either 
accept the automation recommendation or reject the 
automation recommendation. 	  

4. Task Status. Petri-net transitions and arcs are shown 
on the timeline tracks. These elements indicate which 
part of the plan is currently being executed (orange), 

which parts have been successfully completed 
(green), and which parts still need to be completed 
(blue). 	  

CALIBRATION STUDY 

Purpose and approach 
 

Since the AIMS system is a novel type of interface, a 
calibration study was conducted to assess its usability. The 
main goal for this study was to examine if participants could 
collaborate successfully with SAMI to plan, execute and 
monitor a mission. To test if participants were calibrated to 
SAMI, we varied executing behavior to be either congruent, or 
incongruent. In the congruent condition, SAMI showed map 
visualizations that were congruent with the mission task 
model. In the incongruent condition, the map visualizations 
did not match the mission task model. We designed the study 
in this manner to assess whether participants truly understood 
the planned behavior according to the mission model and the 
executed behavior on the map.  
 We used concept maps as a way to assess whether 
participants could remember which tasks were executed, 
which agent was responsible for those tasks, and how tasks 
were related. Concept maps are a flexible method for 
knowledge elicitation and have been used to test flight 
knowledge of novice pilots (Smith, 2008). This method was 
highly suitable for our purposes because we could easily 
capture our mission models with these maps and then test 
whether participants could produce a similar map. We 
predicted that participants would have accurate memory for 
role allocations and relationships. We further measured trust in 
SAMI. We predicted that trust in SAMI would be higher in the 
congruent condition compared to the incongruent condition.

 

 
Figure 3. The AIMS Interface.



METHOD 
 
Participants 
 

Sixteen young adults (8 females), 18 – 24 years old (M 
=20.18, SD=0.42) were recruited and compensated with 
course credit. All participants signed consent forms allowing 
use of their data.  

Design 
 

This study was a repeated measures design with Execution 
behavior (congruent, incongruent) as the within-subjects 
factor. For congruent conditions, the automation system SAMI 
showed map visualizations including role allocations and path 
planning that were consistent with the mission task model and 
user selections. In the incongruent conditions, the map 
visualizations did not match the task model and the user 
selections. For instance, UAVs flew next to the designated 
path instead of right above the path or flew around a no-fly 
zone in a different direction then indicated.   

 

 
Figure 4. An example concept map. 

 
Task and Scenarios 
 

Four comparable mission scenarios were randomized and 
presented to participants during the course of this experiment. 
Each mission involved two UAVs coordinating a collaborative 
attack on a target. Participants were tasked with deciding the 
respective roles, planned route and final action for the two 
UAVs they were controlling. There were two possible roles 
for each UAV (designator and attacker), two possible routes 
around the no-fly zone, and one final action (attack; yes or 
no). For both resource allocation and route planning, 
participants were to select the most direct route for their UAV 
to travel. SAMI directed participants to make these decisions 
as the mission plan dictated. Participants were further 
instructed to monitor SAMI and the two UAV assets for 
possible erroneous decisions and use the deviation “detect” 
feature to record erroneous UAV behavior. 
 
Measures 

Mission model memory. Participants' mental models of the 
mission plans were evaluated using TPL-KATS, a concept 
mapping software (Hoeft, Jentsch, Harper, Evans, Bowers, & 

Salas, 2003). A representative concept map was created based 
on the mission model used for the scenarios. The concept map 
contained the mission tasks, roles, and relationships between 
these elements. Memory accuracy scores were derived by 
summing the total number of correctly identified elements, as 
compared to a concept map key, divided by the total number 
of elements in the concept map.  Separate memory scores for 
the role and relationship elements were created.  

Trust. We used a human-automation trust measure (Jian et 
al., 2000) to assess the SAMI automation. 

Deviation detection. A detection button was included in 
the interface to detect deviations between the mission model 
and the mission map.  
 Workload. The NASA-TLX was used to assess subjective 
workload. 
  
Procedure 
 

Participants were welcomed into the experimental suite 
and began the procedure with a detailed training protocol 
explaining the AIMS interface. Participants then completed 
the experimental scenarios. After each scenario participants 
completed the NASA-TLX, the trust measures and a concept 
map of the specific scenario. Upon completing the study, each 
participant was debriefed and thanked for their participation. 

 

Figure 5. Mission model memory. 
 

RESULTS 

Mission Model Memory 
  
 Participants recalled the mission roles at around 80% 
accuracy for both the congruent and incongruent conditions 
(see Figure 5). Memory for relationships between the various 
mission components averaged to around 50%. Memory scores 
for relationships significantly improved in session 4 (M=0.58, 
SEM=0.07), compared to session 1 (M=0.45, SEM=0.06), 
F(3,45) = 4.4, p < 0.05. 
 
Trust in SAMI 
 
 Participants did not significantly trust SAMI more in the 
congruent condition compared to the incongruent condition, p 
= 0.14. However, distrust was significantly higher in the 
incongruent condition (M=3.0, SEM=0.19) compared to the 



congruent condition (M=2.44, SEM=0.20), F(1,15) = 6.49, p 
< 0.05.   
 

	  
Figure 6. Trust and distrust in execution behavior.  

 
Deviation Detection 
 
 Participants detected significantly more deviations in the 
incongruent condition (M=1.5, SEM=0.34) compared to the 
congruent condition (M=0.56, SEM=0.18), F(1,15) = 7.98, p < 
0.05.  
 
Workload  
 
 Subjective workload in the congruent trials (M=45.21, 
SEM=3.29) was not significantly different compared to 
workload in the incongruent trials (M=48.53, SEM=3.66), 
p = 0.43. 
 

DISCUSSION 
 

 An adaptive delegation interface may be an 
intermediate solution between the extremes of fully 
adaptable or adaptive automation. We presented a design 
approach and a team language called SAMI as a method 
for fostering mixed-initiative team planning. We 
conducted a calibration study to assess user’s trust in 
SAMI and their ability to understand and remember the 
mission models.  
 Our study showed participants were calibrated to 
SAMI and the mission task model. These results indicate 
that the shared vocabulary and SAMI were appropriate, 
usable, and understandable analogies and provides further 
evidence for the efficacy of these types of interfaces 
(Parasuraman et al., 2005). Distrust in the SAMI agent was 
higher when execution behavior was not appropriate. This 
result suggests that participants can anticipate when SAMI 
may or may not be correct, which is critical for human-
automation team performance (de Visser & Parasuraman, 
2011). The overall level of mental workload was moderate, 
which can be taken as evidence that the Adaptive 
Delegation Interface did not overburden the user, a key 
concern for adaptable interfaces (Miller & Parasuraman, 
2007). Future studies with the ADI will focus on allowing 
users to adjust levels of automation and varying the levels 
of adaptive automation.   
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